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Abstract

The observed CMB sky is statistically correlated at scales larger than the largest causally

connected length scale at the time of recombination- a paradox termed the ‘horizon prob-

lem’. The inflationary paradigm provides a solution to this problem by proposing a period

of exponential expansion in the early universe driven by a scalar field that rolls down slowly

on a potential. In this work, we discuss a procedure for reconstructing this potential from

the primordial scalar power spectrum deduced from CMB observations. We present our

results for the reconstructed potential and discuss the limitations of the reconstruction pro-

cedure. We also discuss the implications of the reconstructed potential for the tensor power

spectrum and the energy scale of inflation.
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Chapter 1

Introduction

Figure 1.1: A cosmic calendar showing the entire history of the universe compressed into a single year.
The Big Bang occurred on January 1st, and the present day is December 31st. (Credits:- TV Series -
Cosmos: A Spacetime Odyssey)

The universe is a vast and complex place. It is filled with galaxies, stars, planets, dark

matter, dust, gases, etc. The universe is believed to have started approximately 13.8 billion

years ago with the Big Bang. The universe was filled with radiation and matter (elementary

particles) shortly after its creation. As the universe expanded and cooled, matter began to

cool down and form nucleons and, eventually, atoms. These atoms eventually formed the

first stars and galaxies. Figure 1.1 shows the entire period of 13.8 billion years compressed

into a year. The Sun is believed to have formed around 4.6 billion years ago, and the human

civilization is only a few thousand years old (in the cosmic calendar, the human civiliza-

tion would have formed on December 31st with all the technology that we see around us

appearing only in the last second).

1



Big Bang

Nucleosynthesis

Recombination

CMB

Cools to 1MeV

Cools to 1eV

Free streaming

Figure 1.2: CMB Formation
Figure 1.3: CMB Fluctuations (Source:-
Planck 2018)

1.1 Cosmic Microwave Background Radiation

Soon after its creation, the universe was filled with radiation and elementary particles. As

the universe expanded, the temperature decreased. Eventually, the temperature was low

enough that thermal excitation could not overcome the binding energy of nucleons. Nucle-

osynthesis started when the universe had cooled down to 1Mev, and the simplest nuclei,

Deuterium and Helium, formed first. As long as the temperatures were higher than 1eV,

there was little to no neutral hydrogen and photons, protons and electrons were thermally

coupled to each other through processes such as Coulomb and Compton scattering. As

the temperature dropped below 1eV, neutral atoms began to form. This is known as re-

combination. By this time, the expansion rate of the universe was fast enough to render

scattering processes inefficient. Consequently, photons were decoupled from the rest of the

plasma and started free streaming. They appear as cosmic microwave background radiation

(CMBR) today. The process is summarized in Figure 1.2.

These photons have been travelling through the universe for 13.8 billion years and have

been redshifted to a temperature of 2.7K. The temperature of the CMBR is the same in all

directions with minor fluctuations less than 1mK as shown in Figure 1.3, suggesting that

the universe is isotropic at large scales.
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Chapter 2

FLRW Universe

2.1 Conventions

Before delving into the mathematical details of the subject, we set our conventions. We will

use h̄ = c = 8πG = 1 and our metrics will have the signature (−,+,+,+).

2.2 FLRW Metric

Einstein’s equations are written as

Gµν +Λgµν = Tµν , (2.1)

where Gµν is the Einstein tensor, Λ is the cosmological constant, gµν is the metric describ-

ing the curvature of space-time and Tµν is the stress-energy tensor describing the matter

content of the universe.

As mentioned in the previous chapter, CMB observations indicate that the universe is

spatially isotropic when averaged over large scales (∼ 100 Mpc). Assuming that we are

not located at any special vantage point (à la, a cosmic version of the Copernican princi-

ple), this implies a space-time with homogeneous and isotropic spatial 3D hypersurfaces of

constant time foliation. In 3+1 dimensional space-time, the metric that satisfies this condi-

tion in conventional radial polar coordinates is the Friedmann-Lemaı̂tre-Robertson-Walker

(FLRW) metric. It is given by

ds2 =−dt2 +a2(t)
[

dr2

1− kr2 + r2dθ
2 + r2 sin2

θdφ
2
]
, (2.2)

where a(t) is the scale factor, a function of time describing the curvature of the universe,

and k is the spatial curvature of the spatial homogeneous 3-hypersurfaces.

CMB observations have shown that the effects of curvature of the universe are negli-

gible, i.e., the universe may well be approximated by a model with flat, Euclidean spatial
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3-hypersurfaces where k = 0. Therefore, for the rest of our calculations, we set k = 0. Thus,

our FLRW metric looks like

ds2 =−dt2 +a2(t)
[
dr2 + r2dθ

2 + r2 sin2
θdφ

2] . (2.3)

The FLRW metric is conformally flat and can be written as

ds2 = a2(η)
[
−dη

2 +dx2 +dy2 +dz2] , (2.4)

where η is called the conformal time and is related to the cosmic time t by dη = dt/a(t).

2.3 Comoving and physical distance

FLRW metric given in Eq (2.3) can also be written in Cartesian coordinates as

ds2 =−dt2 +a2(t)
[
dx2 +dy2 +dz2] . (2.5)

Here, x, y, and z are the comoving coordinates. One can imagine laying down a grid on

space-time, and the comoving coordinates are the coordinates of the grid points. The co-

moving coordinates are fixed in space-time. Therefore, as the universe expands, the comov-

ing coordinates expand with it, and the comoving coordinates of an object do not change.

However, the physical distance between two objects changes as the universe expands. The

physical distance between two objects is given by

dphys = a(t)
√

dx2 +dy2 +dz2 . (2.6)

Thus, we have two notions of distances- the unchanging comoving distance (dco) and

the changing physical distance (dphys), and they are related to each other by

dphys = a(t)dco . (2.7)

2.4 Universe as a Perfect Fluid

Matter in the universe is assumed to be a perfect fluid. The stress-energy tensor for a perfect

fluid is given by

Tµν = (ρ + p)uµuν + pgµν , (2.8)

where ρ is the energy density, p is the pressure and uµ is the four-velocity of the fluid. Due

to the homogeneity and isotropy of the universe, both ρ and p are functions of time only.

In the rest frame of the fluid (called the comoving frame), the four-velocity is given by

uµ = δ
µ

0 . (2.9)

Thus, the stress-energy tensor in the comoving frame in the FLRW universe is given by

Tµν = diag(ρ, a2 p, a2 p, a2 p) . (2.10)
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2.5 Cosmic Inventory

The matter content of the universe is divided into three parts: radiation, baryonic matter,

and dark matter. Most of the matter is in the form of dark matter, which we cannot see. We

know it exists due to its effect on galaxy rotation curves and gravitational lensing, as well

as from the observation of Planck. The photon-to-baryon ratio of our universe is extremely

high (∼ 109). The pressure and energy density of each of these components are related by

an equation of state of the form P = ωρ .

The equation of state for radiation corresponds to ω = 1
3 and is given by

pr =
ρr

3
. (2.11)

The equation of state for baryonic and dark matter corresponds to ω = 0 and is given by

pm = 0 . (2.12)

The stress-energy tensor is divergence-free, i.e.,

∇µT µν = 0 . (2.13)

Setting ν = 0 in Eq. (2.13), we can write

∂ρ

∂ t
+3

ȧ
a
(ρ + p) = 0 . (2.14)

We can solve for the evolution of the radiation and matter density using Eq (2.14) for

both matter and radiation using their respective equations of state. This gives

ρr =
ρr0

a4 , (2.15)

ρm =
ρm0

a3 , (2.16)

where ρr0 and ρm0 are the radiation and matter densities at the present time.

The matter density falls off as a−3 as the universe expands, which is not surprising

since the volume of the universe goes as a3 (determinant of the metric is a measure of the

volume). However, the radiation density falls off as a−4. This is because the wavelength of

the radiation increases as the universe expands. Since the energy of a photon is inversely

proportional to its wavelength, we get an extra 1/a factor in the energy density.

2.6 Friedmann Equations

Knowing the functional form of both the stress-energy tensor and the metric, we can now

solve for the evolution of the scale factor a(t), pressure p(t), and the energy density ρ(t)
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of the universe. Using Eq. (2.3), Eq. (2.10) and Eq. (2.1), we can derive the Friedmann

equations. They are given by

(
ȧ
a

)2

=
ρ +Λ

3
, (2.17)

ä
a
=−(ρ +3p)

6
+

Λ

3
. (2.18)

The Hubble parameter is defined as

H ≡ ȧ
a
. (2.19)

We denote the present-day value of the Hubble parameter as H0 = H(t0), where t0 is the

present day time and set a(t0) = 1. Then, using Eq (2.17) we can write

H2
0 =

ρr0 +ρm0 +Λ

3
. (2.20)

It is convenient to define Ω0,R = ρr0/3H2
0 , Ω0,M = ρm0/3H2

0 , and Ω0,Λ =Λ/3H2
0 . These

are called density parameters. Using these, Eq. (2.20) can be written as

Ω0,R +Ω0,M +Ω0,Λ = 1 . (2.21)

Then, we can write the first Friedmann, i.e., Eq (2.17) as

H2

H2
0
= a−4

Ω0,R +a−3
Ω0,M +Ω0,Λ . (2.22)

2.7 Cosmological redshift

The wavelength of a photon is stretched as the universe expands. This is called cosmologi-

cal redshift. The redshift z is defined as

1+ z ≡ λ0

λe
=

1
ae

, (2.23)

where λ0 is the wavelength of the photon observed today, λe is the wavelength of the photon

emitted and ae is the scale factor at the time the photon was emitted.

Thus, there is a one-to-one correspondence between the scale factor and redshift, and

we will be using the two interchangeably. The present-day redshift is z = 0, and the redshift

at the beginning of the universe is z → ∞.
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2.8 Evolution of the Universe

From [Planck Collaboration 20b], we now know that Ω0,M = 0.3111 ± 0.0056, Ω0,Λ =

0.6889±0.0056, Ω0,R = 9.24×10−5, and H0 = 67.66±0.42 km s−1Mpc−1. We can solve

Eq. (2.22) to get the evolution of the scale factor a(t).

As mentioned earlier, the baryon-to-photon ratio is extremely low—consequently, the

evolution of the universe after the Big Bang was dominated by radiation. As the universe

expanded, the energy density of radiation fell off as a−4, while the energy density of matter

fell off as a−3. Thus, the universe was radiation-dominated for a long time. However, as

the universe expanded, the energy density of matter became comparable to that of radiation.

Eventually, the universe became matter-dominated. Further evolution of the universe has

led to the matter density falling low and the evolution being dominated by the cosmological

constant (dark energy). We are presently in the dark energy-dominated era of the universe.

The CMB was formed during the matter-dominated era at a redshift of z ∼ 1100. Soon

after the Big Bang, the universe was filled with a hot plasma of photons and baryons. As the

universe expanded, the temperature of the plasma decreased. At a redshift of z ∼ 1100, the

plasma temperature fell to 3000 K, which was low enough for the electrons to combine with

the protons to form neutral hydrogen. This is called the epoch of recombination. Around

this time, the rate of expansion of the universe was so large that scattering processes could

not operate efficiently, and the photons decoupled from the baryons and started propagating

freely. These photons are the CMB photons that we observe today.

2.9 Horizon Problem

The aforementioned picture of the evolution of the universe faces a problem. CMB is

isotropic with an almost uniform temperature of T ∼ 2.7 K. However, the universe is not

old enough for light to have travelled from one end of the observable universe to the other,

as described in Figure 2.1. Hence, the whole of the CMB could not have thermalized to the

same temperature. This implies that either the whole universe was at the same temperature

from the time of the Big Bang or we are missing some physics. This is called the horizon

problem. A simple calculation exemplifies this.

The farthest comoving distance that a photon could have travelled from the beginning

of the universe till the formation of CMB (z ∼ 1100) is given by

rPH−co =
∫ t(z=1100)

0

dt ′

a(t ′)
=
∫

∞

z=1100

dz
H(z)

=
∫

∞

z=1100

dz
H0
√
(1+ z)4Ω0,R +(1+ z)3Ω0,M +Ω0,Λ

, (2.24)
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Figure 2.1: The horizon problem illustrated in a diagram of η vs. x, with the two other spatial dimen-
sions (y,z) suppressed. We, as observers (top centre), detect light signals coming from our past light
cone (diagonal solid lines). The observed CMB is emitted when this cone intersects the last-scattering
surface η = η⋆ (horizontal dashed line) and is found to be uniform. Only signals from within the shaded
regions below each point on the last-scattering surface could have influenced the CMB photons emitted
from x⋆,1 and x⋆,2. Since these regions do not overlap, no form of causal physics could have allowed
them to adjust to the same temperature if they started from different temperatures. This is because
the comoving horizon η⋆ at the time the CMB was emitted is much smaller than our comoving horizon
now η0. (Image and caption credits: [Dodelson 20])

where we have used Eq. (2.23) and Eq. (2.22) and the subscript PH stands for particle

horizon.

We can also calculate the comoving distance travelled by a photon from the time of

recombination to the present day. This is given by

Dphys =
∫ z=0

z=1100

dz
H(z)

=
∫ z=0

z=1100

dz
H0
√
(1+ z)4Ω0,R +(1+ z)3Ω0,M +Ω0,Λ

. (2.25)

Thus, we can calculate the largest angle subtended by a causally connected CMB patch

in the sky as

θmax =
Dphys

rPH−co
× 180◦

π
. (2.26)

Using the values from Planck, mentioned in section 2.8, we get θmax ∼ 1.2◦. However,

the entirety of the observed CMB sky is isotropic up to a few hundreds of µK. This is the

horizon problem.

In the next chapter, we will discuss inflation, a proposed solution to the horizon problem.
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Chapter 3

Inflation

3.1 Introduction

As we mentioned in the last chapter, it is difficult to explain why the CMB temperature is

almost the same in all directions throughout the sky. In order to understand the root cause of

the problem, let us look at the expression for the comoving horizon as defined in Eq (2.24)

again and change the integration variable from t ′ to ln(a′)

η(a) =
∫ a

0
d lna′

1
a′H(a′)

. (3.1)

We can see that the comoving horizon is the logarithmic integral of the comoving Hub-

ble radius (aH)−1 (an approximate measure of the distance light can travel in one e-fold

of expansion). It is clear from Eq (2.22) that for a radiation or matter-dominated universe,

the comoving Hubble radius scales as a or a1/2 respectively. Thus, the majority of the con-

tribution to the size of the comoving horizon comes at late times in the universe when the

scale factor is large, i.e., patches of the sky start coming into causal contact as the universe

expands.

This can be rectified if there was an epoch very early on when the Hubble radius was

large and decreasing. Then, η may have received large contributions from early times when

the Hubble radius was much larger. However, an epoch during which (aH)−1 = (ȧ)−1

decreases corresponds to an increasing ȧ, i.e., an accelerated expansion of the universe.

This postulated epoch is called inflation.

3.2 Driving Inflation by a Scalar Field

As noted earlier, we require a period of accelerated expansion, i.e., ä > 0. From Eq (2.18),

it is immediately clear that normal matter or radiation cannot drive this acceleration as

they have positive energy density and pressure. We require a form of matter with negative

9



Figure 3.1: The comoving Hubble radius as a function of the scale factor. During the inflationary
epoch, the comoving Hubble radius is very large and larger regions of the sky are in causal contact.
As the universe expands and the comoving Hubble radius decreases, they grow out of causal contact
until radiation and matter dominate when they start coming into causal contact again. (Image credits:
[Dodelson 20])

pressure, i.e., ρ + 3p < 0 =⇒ ω < −1/3. The simplest way to generate such a form of

matter is to introduce a scalar field φ (often referred to as the inflaton field) with a potential

(the inflaton potential) V (φ). The Lagrangian of the scalar field is given by

L=−gµν 1
2

∂µφ∂νφ −V (φ) . (3.2)

The energy-momentum tensor is given as

T α
β = gαν ∂φ

∂xν

∂φ

∂xβ
−δ

α
β

[
1
2

gµν ∂φ

∂xµ

∂φ

∂xν
+V (φ)

]
. (3.3)

Let us assume that the scalar field is homogeneous (accelerated expansion will anyway

homogenize it) to first order, i.e., φ = φ(t). Then, all the spatial derivatives vanish, and the

stress-energy tensor is given by

T α
β =−δ

α
0δ

0
β φ̇

2 +δ
α

β

[
1
2

φ̇
2 −V (φ)

]
. (3.4)

The energy density is given by ρ = T 0
0 and the pressure is given by p = −T i

i (no

summation). Therefore,

ρ =
1
2

φ̇
2 +V (φ) , (3.5)

p =
1
2

φ̇
2 −V (φ) . (3.6)

Knowing the density and pressure of the scalar field, we can use the Friedmann equation

to show that

H2 =
1
3

(
φ̇ 2

2
+V (φ)

)
, (3.7)

Ḣ = − φ̇ 2

2
. (3.8)
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The equation of state parameter is given by ω = p/ρ and is given by

ω =
φ̇ 2/2−V (φ)

φ̇ 2/2+V (φ)
. (3.9)

Clearly, if the potential energy is much higher than the kinetic energy, i.e., V (φ)≫ φ̇ 2,

then ω ≈−1. This is known as slow-roll inflation, where the scalar field slowly rolls down

the potential, leading to a period of accelerated expansion. From Friedmann’s equations, it

can be seen that for slow-roll inflation, the Hubble parameter is almost constant, implying

that the universe is expanding exponentially fast.

3.3 Generation of Perturbations

As mentioned earlier, the CMB temperature is not perfectly isotropic. There are fluctuations

of the order of a few µK. Furthermore, a perfectly homogeneous and isotropic universe

will never form any structure. Therefore, we require some mechanism to generate small

anisotropies. Inflation provides a natural mechanism to generate them.

To begin with, the scalar field is neither homogeneous nor isotropic. However, as the

universe expands, the field becomes more and more homogeneous simply because the field

is being stretched. Eventually, it is effectively homogeneous. However, the energy scale of

inflation is very high; hence, this scalar field has quantum fluctuations associated with it.

Most of the analysis that we will do here will assume that the scalar field has been

homogenized to first order by inflation and has ω close to −1. The perturbations at the next

order are quantum in nature. Therefore, we write

φ(t,x) = φ̄(t)+δφ(t,x) . (3.10)

We need to write down the stress-energy tensor for the scalar field perturbations. How-

ever, that requires us to know the metric of the universe. Therefore, we will first look at the

metric of the universe in the next section and get back to writing the stress-energy tensor

for the scalar field perturbations later.

3.4 Perturbations of the Metric

We cannot expect inhomogeneous matter (scalar field in this case) to support a homoge-

neous and isotropic metric. Therefore, we add small perturbations to the FLRW metric,

assuming that the metric is homogeneous and isotropic only at the zeroth order.
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Let us consider the metric

g00(t,x) =−1+h00(t,x),

g0i(t,x) = a(t)h0i(t,x) = a(t)hi0(t,x),

gij(t,x) = a2(t)
[
δij +hij(t,x)

]
,

(3.11)

where the perturbations hµν are small. We have to be careful about the gauge in which

we write the perturbation. In 3+1 dimensions, we have 4 coordinate degrees of freedom.

Hence, we can set 4 of the perturbations to zero by choosing a suitable gauge. Before

making a gauge choice, we perform a scalar-vector-tensor decomposition on these pertur-

bations.

We write

h00 =−2A . (3.12)

We know that a vector can be written as the sum of the gradient of a scalar and another

divergence-free vector. Therefore, we can write

h0i =−∂B
∂xi −Bi , where Bi

,i ≡ ∂Bi

∂xi = 0 . (3.13)

In Fourier space, the same can be written as

h0i(t,k) =−ikiB(t,k)−Bi(t,k) , with kiBi = 0 . (3.14)

Similarly, a tensor can be broken down into a scalar function times identity, second

derivative of a scalar, first derivative of a divergence-free vector, and a transverse traceless

tensor. Therefore, we can write

hij = 2Dδij +2kikjE + ikiVj + ikjVi +hT
ij , with kiVi = 0 , and kihTT

ij = 0 . (3.15)

The advantage of such a decomposition stems from the decomposition theorem of
cosmology, which states that the different types of perturbations (scalar, vector, and
tensor) evolve independently of each other, i.e., the scalar perturbations do not gener-
ate vector or tensor perturbations and vice versa. Therefore, we can study the evolution

of each type of perturbation independently.

We first focus on the scalar perturbations. Consider a gauge transformation

t → t̂ = t +ζ (t,x),

xi → x̂i = xi +ξ ,i(t,x),
(3.16)

where ξ ,i is the gradient of a scalar function ξ .

We know that the metric transforms as

ĝαβ (x̂)
∂ x̂α

∂xµ

∂ x̂β

∂xν
= gµν(x) . (3.17)
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From this, we can work out the transformation of the perturbation variables. We find

that the perturbations transform as

A → Â = A− 1
a

ζ
′ ,

B → B̂ = B−a−1
ζ +ξ

′ ,

D → D̂ = D−Hζ ,

E → Ê = E +ξ , (3.18)

where the prime denotes differentiation with respect to conformal time (dη = dt/a(t)).

Clearly, we can put two of these four variables to zero by making an appropriate choice

of ζ and ξ . One looks for linear combinations of these variables that are invariant under the

gauge transformation. These are called gauge-invariant variables. The two gauge invariant

variables for the scalar perturbations are given by

ΦA = A+
1
a

∂

∂η
[a(E ′−B)] ,

ΦH = −D+aH(B−E ′) . (3.19)

With these gauge invariant variables, one can easily move back and forth between gauges.

In the conformal-Newtonian gauge, we have E =B= 0, we have ΦA =A and ΦH =−D. We

typically denote Ψ = ΦA and Φ = −ΦH. Therefore, for dealing with scalar perturbations,

the metric can be written as

ds2 =−(1+2Ψ)dt2 +a2(1+2Φ)δijdxidx j . (3.20)

The same thing can be done for vector perturbations. We can remove one of the vector

perturbations using the two remaining coordinate degrees of freedom. The remaining vector

perturbation dies out very quickly since it evolves as a−2. Therefore, we can ignore vector

perturbations for the most part.

Tensor perturbations are gauge-invariant by themselves. Therefore, we can write the

metric concerning just the tensor perturbations as

ds2 =−dt2 +a2hTT
ij dxidx j . (3.21)

It should be noted that these tensor perturbations are not sourced by the scalar field fluctu-

ations. They are fluctuations of the metric tensor themselves and are attributed to a semi-

classical counterpart of quantum gravity. If we choose the direction of the wave-vector k
along the z-axis, then,

hT
ij =


h+ h× 0

h× −h+ 0

0 0 0

 . (3.22)

It should be noted that the complete metric has both scalar and tensor perturbations, but

we can usually deal with them separately, owing to the decomposition theorem.

13



3.5 Scalar Field Perturbations

We have already mentioned that tensor perturbations do not source scalar perturbations and

vice versa. Therefore, we can study the evolution of the scalar-field perturbations inde-

pendently of the tensor perturbations of the metric. Thus, we take the metric to be given

by Eq (3.20) and the scalar field to be given by Eq (3.10). We already know the back-

ground part (zero-order part) of the stress-energy tensor from Eq (3.4). Putting Eq (3.10) in

Eq (3.3), we can calculate the first order perturbations

δT 0
0 = − φ̄ ′δφ ′

a2 −V,φ δφ ,

δT i
0 =

iki

a3 φ̄
′
δφ ,

δT i
j = δij

(
φ̄ ′δφ ′

a2 −V,φ δφ

)
. (3.23)

3.6 Evolution of the Scalar Field

We are now ready to study the evolution of the scalar field. To do so, we consider the

conservation of the stress-energy tensor

∇µT µ
ν =

∂T µ
ν

∂xµ
+Γ

µ
αµT α

ν −Γ
α

νµT µ
α = 0 . (3.24)

At this point, we know the background and the perturbed metric (hence the correspond-

ing Christoffel symbols) as well as the background and the perturbed stress-energy tensor.

Skipping the calculations, we directly write the equations of motion of both the background

and the perturbations, as obtained from Eq (3.24). The background part evolves as

φ
′′+2aHφ

′+a2V,φ = 0 . (3.25)

Using real-time, the same can be written as

φ̈ +3Hφ̇ +Vφ = 0 . (3.26)

Before we write the expressions for the evolution of the perturbations, we recall that we

had assumed that the scalar field slowly rolls down the potential ( ˙̄
φ 2 <<V (φ)). In order to

quantify this, we define the slow roll parameters as

ε =
d
dt

(
1
H

)
=− Ḣ

H2 =
φ̇ 2

2H2 , (3.27)

δ =
φ̈

Hφ̇
, (3.28)
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where the last equality in Eq (3.27) follows from Eq (3.8).

Here, ε quantifies the fraction of kinetic energy in the scalar field, and δ quantifies the

acceleration of the scalar field. For inflation to work, we need both of these parameters to be

small. Consequently, we can ignore any terms in the equation of motion of the perturbations

that are of the order of ε or δ .

From Eq (3.24), we can write

∂

∂ t
δT 0

0 + ikiδT i
0 +3HδT 0

0 −HδT i
i +3(ρ +P)Ψ̇ = 0 , (3.29)

where we have set Φ = −Ψ. It can be shown that the last term is negligible since it is

proportional to the slow-roll parameters. Thus, after dropping the last term and switching

to conformal time, we get

δφ
′′+2aHδφ

′+(k2 +a2V,φφ )δφ = 0 . (3.30)

The term V,φφ can also be ignored to ensure that the potential does not change too fast.

This is equivalent to setting the mass of the inflaton to zero. Thus, we are finally left with

δφ
′′+2aHδφ

′+ k2
δφ = 0 . (3.31)

Scalar gravitational perturbations are coupled to scalar-field perturbations. Although we

have ignored this coupling at the beginning of inflation by neglecting the (P+ρ)Ψ̇ term, it

is important towards the end of inflation. To address this issue, it is customary to define a

variable R, which directly relates the perturbations in Ψ after inflation to the perturbations

in the scalar field. This variable is given by

R(k,η)≡ ikiδT i
0(k,η)a2H(η)

k2[ρ +P](η)
−Ψ(k,η) . (3.32)

During inflation, it is given by

R=−aH

φ
′ δφ . (3.33)

When we refer to the statistical properties of the perturbations generated during inflation

(say, the power spectrum of the perturbations), we will do so with this variable R.

3.7 Quantization of the Scalar Perturbations

We have obtained a classical equation of motion for the scalar perturbations. Now, we need

to quantize it. We first make the transformation

uk = aδφ(k) . (3.34)
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This gives

u′′k +
(

k2 − a′′

a

)
uk = 0 . (3.35)

Since H is nearly constant during inflation, we can also write

η ≡
∫ a

ae

da
Ha2 ≃ 1

H

∫ a

ae

da
a2 ≃− 1

aH
. (3.36)

From this, we can write
a′′

a
=

2
η2 . (3.37)

Therefore, the equation of motion for u becomes

u′′k +
(

k2 − 2
η2

)
uk = 0 . (3.38)

In order to quantize this equation, we first look at its simpler counterpart, i.e., we drop

the 2/η2 term. We have a simpler problem

v′′k + k2vk = 0 . (3.39)

The most general solution is given by

vk = a−k vk(η)+a+k v∗k(η) , (3.40)

where η is the time parameter, i.e., prime denotes differentiation with respect to η . vk(η)

and v∗k(η) are called the mode function, and they are two linearly independent solutions of

Eq (3.39).

The mode functions can always be rescaled, so we fix their normalization by

W [vk,v⋆k] = v′kv⋆k − vkv⋆′k =−i , (3.41)

where W
[
vk,v⋆k

]
is the Wronskian of the two mode functions. The field in real space is

given by

v(η ,x) =
∫ d3k

(2π)3/2

[
a−k vk(η)eik·x +a+k v∗k(η)e−ik·x

]
. (3.42)

The canonical quantization of the harmonic oscillator involves promoting the field v and

its canonical conjugate momentum π = v′ to operators following the commutation relations

[v̂(η ,x), π̂(η ,y)] = iδ (x−y) , (3.43)

[v̂(η ,x), v̂(η ,y)] = [π̂(η ,x), π̂(η ,y)] = 0 . (3.44)

The Hamiltonian is

Ĥ(η) =
1
2

∫
d3x
[
π̂

2 +(∂iv̂)
2
]
. (3.45)

16



The constants of integration a±k in Eq (3.40) are promoted to operators so that the field

can be written as

v̂(η ,x) =
∫ d3k

(2π)3/2

[
â−k vk(η)eik·x + â+k v∗k(η)e−ik·x

]
. (3.46)

Substituting this into the commutation relations in Eq (3.43) and Eq (3.44) and using

the normalization of the mode functions adopted in Eq (3.41), we can write down the com-

mutation relations of the operators

[â−k , â
+
k′] = δ (k−k′) , (3.47)

[â−k , â
−
k′] = [â+k , â

+
k′] = 0 . (3.48)

The vacuum of the Hilbert state is defined by

â−k |0⟩= 0 . (3.49)

So far, we have not specified what the mode functions are. We can choose several mode

functions, subject only to the constraint that they follow the classical equation of motion

and the normalization condition. However, the mode function should be chosen so that the

expectation value of the Hamiltonian in the vacuum state is minimized. So, we compute

⟨0|Ĥ|0⟩ for an arbitrary mode function v. In terms of our mode expansion in Eq (3.46), the

Hamiltonian looks like

Ĥ =
1
2

∫
d3k
[
â−k â−−kF∗

k + â+k â+−kFk +
(
2â+k â−k +δ (0)

)
Ek

]
, (3.50)

where

Ek ≡ |v′k|2 + k2|vk|2 , (3.51)

Fk ≡ v′2k + k2v2
k . (3.52)

Since â−k |0⟩= 0, we have

⟨0|Ĥ|0⟩= δ (0)
4

∫
d3kEk . (3.53)

Dividing the uninteresting divergence, we know that the energy density of vacuum is

given by

ε =
1
4

∫
d3kEk . (3.54)

Therefore, we need to find the mode function that minimizes Ek. We write our mode

function as vk = rkeiαk , where rk and αk are real. Putting this into the normalization condi-

tion in Eq (3.41), we get

r2
kα

′
k =−1

2
. (3.55)
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Putting this into the expression for Ek gives

Ek = r′2k +
1

4r2
k
+ k2r2

k . (3.56)

This can be minimized by setting r′k = 0 and rk =
1√
2k

. We can put this in Eq (3.55) to

get αk =−kη .

Therefore, the correct mode function is given by

vk(η) =
1√
2k

e−ikη . (3.57)

Now, let us go back to our original problem in Eq (3.38). We have

u′′k +
(

k2 − 2
η2

)
uk = 0 .

Here, we have a similar equation. One can find a mode function that minimizes the

energy at any instant of time. However, the mode function that minimizes the energy density

at an earlier time does not do so at later times, as the frequency (ωk = k2 −2/η2) changes

over time. Therefore, the vacuum state at an earlier time is not the lowest energy state at

later times.

In order to resolve this ambiguity, we define the vacuum state at a very early time when

k|η |>> 1 , (3.58)

so that Eq (3.38) looks like

u′′k + k2uk = 0 . (3.59)

The vacuum defined with the mode function obtained from this equation is called the

Bunch-Davies vacuum. In practice, this means solving Eq (3.38) such that the mode func-

tion follows the initial condition that

u(k,η)|k|η |>>1 =
e−ikη

√
2k

. (3.60)

Eq (3.38) has the following exact solution

u(k,η) = α
e−ikη

√
2k

(
1− i

kη

)
+β

eikη

√
2k

(
1+

i
kη

)
, (3.61)

and using the initial condition in Eq (3.60), we get

u(k,η) =
e−ikη

√
2k

(
1− i

kη

)
. (3.62)

The quantized field u is given by

uk = u(k,η)âk +u(k,η)∗â†
k . (3.63)
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Therefore, we can finally write the two-point correlation of the scalar field perturba-

tions. It is given by

⟨û†
k(η)ûk′(η)⟩

a2 =
|u(k,η)|2

a2 (2π)3
δ
(3)(k−k′)

≡ Pδφ (k,η)(2π)3
δ
(3)(k−k′) , (3.64)

where Pδφ (k,η) defines the power of u.

When the Fourier modes (k) are larger than the Hubble radius (aH), they stop evolving

and are almost constant. So, to calculate the power spectrum, we look at the k >> aH or

the −kη → 0 limit (super-horizon limit) of u

lim
−kη→0

u(k,η) =
e−ikη

√
2k

−i
kη

. (3.65)

Thus, the power in the super-horizon limit is given by

Pδφ =
|u(k,η)|2

a2 =
1

2a2k3η2 . (3.66)

Using Eq (3.36), we can write this as

Pδφ (k) =
H2

2k3 . (3.67)

Recalling the definition of R from Eq (3.33), we can write the scalar power spectrum

as

PR(k) =
(

aH
φ̄ ′

)2

Pδφ (k) . (3.68)

But we know that

ε =− Ḣ
H2 =

φ̇ 2

2H2 =
1
2

(
φ̄ ′

aH

)2

, (3.69)

where the second equality follows from Eq (3.8).

Therefore, we can finally write the power spectrum as

PR(k) =
H2

4k3ε
. (3.70)

The scalar spectrum is usually reported in the following dimensionless form

∆
2
R(k)≡

k3

2π2 PR(k) . (3.71)

3.8 Evolution of the Tensor Perturbations

So far, we have ignored the tensor perturbations. They do not have a classical source;

however, they are sourced from the quantum fluctuations of the metric. We can write down

their evolution equation using

δGi
j = 0 , (3.72)
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where Gi
j is the Einstein tensor, and the RHS is zero since there are no explicit sources.

The tensor perturbations evolve as

h′′(k)+2
a′

a
h′(k)+ k2h = 0 (h = h+, h×) . (3.73)

We quantize these similarly. Let’s define

fk =
a√
2

hk . (3.74)

We again end up with the same equation as earlier

fk +

(
k2 − 2

η2

)
= 0 . (3.75)

We can quantize this in an identical fashion as earlier and get the power spectrum

Ph =
2| f (k,η)|2

a2 , (3.76)

where f (k,η) is the same as the mode function in the last section.

In the super-horizon limit, the power spectrum of the variance in h function is given by

Ph(k) =
H2

k3 . (3.77)

However, the tensor perturbation metric has 4 components that evolve identically. There-

fore, the total tensor power spectrum is given by

PT(k) =
4H2

k3 . (3.78)

The tensor spectrum is usually represented using the following dimensionless function

∆
2
T(k)≡

k3

2π2 PT(k) . (3.79)

We end this section by noting that we have obtained both the scalar and tensor power

spectrum in terms of the Hubble parameter and the first slow roll parameter (ε). In order to

calculate them at the time of Hubble exit (when the modes become larger than the Hubble

radius), we need to solve the background equation of motion Eq (3.25), which requires

knowledge of the inflaton potential.
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Chapter 4

Reconstruction Procedure

As we mentioned in the last chapter, finding the exact shape of the power spectrum requires

knowledge of the inflaton potential. However, these perturbations grow in size during radia-

tion and matter domination, and the power spectrum is imprinted on the CMB. This means

that we can use the CMB to infer the shape of the power spectrum. The same has been

done by [Planck Collaboration 20a]. In this chapter, we will discuss a procedure outlined

in [Copeland 93] to reconstruct the inflaton potential from the scalar power spectrum of

inflation.

Before we start, let us define some convenient variables.

AS ≡ ∆R√
2π

=
H

4π3/2
√

ε
, (4.1)

AG ≡ ∆G

4
√

2π
=

H
4π3/2 , (4.2)

where ∆R and ∆G are defined in Eq (3.71) and Eq (3.79), respectively.

From Eq (3.8), we can write

dH
dt

=−1
2

dφ

dt
dφ

dt
=⇒ −2

dH
dφ

= φ̇ . (4.3)

Putting this into the definition of ε in Eq (3.27), we get

ε =
2

H2

(
dH
dφ

)2

. (4.4)

Putting this into Eq (4.1), we get

AS =

√
2H2

8π3/2 |dH/dφ |
. (4.5)

Using Eq (4.5) and Eq (4.2), we can write

AG

AS
=
√

2
∣∣∣∣d ln(H)

dφ

∣∣∣∣=√
2
∣∣∣∣d ln(AG)

dφ

∣∣∣∣ . (4.6)
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Since a = a0e
∫

Hdt , we can write down the number of e-folds of inflation as

N(φ) =
∫ te

t(φ)
H(t ′)dt ′ =

∫
φe

φ

H
φ̇

dφ =−1
2

∫
φe

φ

H(φ ′)

dH/dφ ′dφ
′ , (4.7)

where the last equality follows from Eq (4.3) and te and φe are the values of time and field

φ at the end of inflation, respectively. Therefore,

dN(φ) =−1
2

H
dH/dφ

dφ . (4.8)

The length scale
(
∼ 1

k

)
which crosses the Hubble radius for a given value of φ is given by

λ (φ) =
a0

a(φ)H(φ)
=

a0

ae

exp[N(φ)]

H(φ)
, (4.9)

where a0 is the value of the scale factor at the present time. Differentiating this with respect

to φ , we get

1
λ

dλ

dφ
=

dN
dφ

− 1
H(φ)

dH
dφ

=±
{

H(φ)

2
dφ

dH
− 1

H(φ)

dH
dφ

}
=± 1√

2

{
AG

AS
− AS

AG

}
, (4.10)

where the second equality follows from Eq (4.8) and the last equality follows from Eq (4.6).

Using Eq (4.6), we can write
AG

AS
=

√
2

AG

dAG

dλ

dλ

dφ
. (4.11)

Putting Eq (4.10) into this gives

λ

AG(λ )

dAG(λ )

dλ
=

A2
G(λ )

A2
S(λ )−A2

G(λ )
. (4.12)

Thus, if we know the scalar power spectrum AS, we can solve for the tensor power spectrum

AG using Eq (4.12). Let us define

x ≡ ln
(

λ

λp

)
, (4.13)

where λp is some reference length scale. Then, Eq (4.12) can be written as

1
AG(x)

dAG(x)
dx

=
A2

G(x)
A2

S(x)−A2
G(x)

. (4.14)

Thus, given the scalar power spectrum, we can solve for the tensor power spectrum. The

integration constant is fixed by

r0 =
AG(x = 0)
AS(x = 0)

, (4.15)

which is the ratio of the AG to AS evaluated at the reference length scale.

We know from Eq (3.7) that

H2 =
1
3

(
φ̇ 2

2
+V (φ)

)
.
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Putting the expression for φ̇ from Eq (4.3), we can write

V (φ) = 3H2 −2
(

dH
dφ

)2

. (4.16)

From Eq (4.2) and Eq (4.5), we can write

H = 4π
3/2AG , (4.17)∣∣∣∣dH

dφ

∣∣∣∣ = 2
√

2π
3/2 A2

G
AS

. (4.18)

Putting this into Eq (4.16), we get

V [φ(x)] = 16π
3A2

G(x)
[

3−
A2

G(x)
A2

S(x)

]
. (4.19)

Thus, if we know the scalar power spectrum AS, we can solve for the tensor power spectrum

AG using Eq (4.12), and then we can solve for the inflaton potential V (φ(x)) using Eq (4.19).

This gives us the inflaton potential as a function of x. We still need to find the inflaton

potential as a function of φ . We can do so by obtaining the relation between φ and x using

Eq (4.10) and the definition of x in Eq (4.13)

dφ(x)
dx

=±
√

2
[

AS(x)
AG(x)

− AG(x)
AS(x)

]−1

. (4.20)

Thus, we now have a parametric equation for V (φ), as we can solve for V (x) using Eq (4.19)

and for φ(x) using the above equation.

Furthermore, we can also write

φ(x) =±
√

2
∫ x AS(x′)AG(x′)

A2
S(x

′)−A2
G(x

′)
dx′ =±

√
2
∫ AG AS(A′

G)

A′2
G

dA′
G . (4.21)

This sign of φ determines whether the value of the field is increasing or decreasing with

x, and we are free to choose it. The integration constant for this equation, which could be

φp = φ(x = 0) (the field value at the Hubble exit of the pivot scale) is clearly unconstrained.

We end this chapter by noting that we now have a procedure to reconstruct the inflaton

potential from the scalar power spectrum, and the tensor power spectrum is a by-product

of our calculations. In the next chapter, we will use this procedure to obtain the inflaton

potential from recent observations.
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Chapter 5

Power Law Spectrum

5.1 Observed Primordial Power Spectrum

Based on observations by [Planck Collaboration 20a], the primordial scalar power spectrum

is represented as a power law of the form

∆
2
R(k) = A

(
k
kp

)ns−1

, (5.1)

where A= 2.1×10−9, ns = 0.96, kp = 0.05MPc−1. The tensor-to-scalar ratio
(
r = ∆2

R/∆2
G
)

is constrained to r < 0.036 by [BICEP/Keck Collaboration 22].

Therefore,

AS = A0

(
λ

λp

)(1−ns)/2

= A0eνsx , (5.2)

where νs =
1−ns

2 . The parameters are related to observations as

A0 =

√
A

2π
, λp =

1
kp

, r0 =

√
r

4
, (5.3)

where r0 is defined in Eq (4.15) and r is the tensor to scalar ratio. Therefore, we have

A0 = 2.83×10−5, ns = 0.96, λp = 0.05Mpc and r0 < 0.047. Note that the reference scale

kp is also known as the pivot scale and is chosen to be the scale where the observational

data is most tightly constrained.

Before moving forward, we emphasize that the calculations that follow use these new

variables AS, AG, A0 and r0 that we have introduced; however, we will always express our

final results in terms of the more commonly used variables ∆R, ∆G, A and r.
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5.2 Power Law Solution

We put the spectrum given in Eq (5.2) into Eq (4.14) and try a power law solution of the

form AG(x) = αeβx, which gives

β =
α2e2βx

A2
0e2νsx −α2e2βx

=⇒ A2
0e2νsx =

1+β

β
α

2e2βx ,

=⇒ β = νs , α = A0

√
β

1+β
= A0

√
1−ns

3−ns
. (5.4)

Thus, the tensor power spectrum is

AG = A0

√
1−ns

3−ns
eνsx =

√
1−ns

3−ns
AS . (5.5)

We can solve for the field φ using Eq (4.21)

φ(x)−φ(x = 0) =
√

2
∫ √3−ns

1−ns

dAG

AG
=

√
2(3−ns)

1−ns
ln
(

AG

AG(x = 0)

)
. (5.6)

Putting the expression for AG from Eq (5.5), we get

∆φp =±
√

(3−ns)(1−ns)

2
x , (5.7)

where ∆φp = φ(x)−φ(x = 0). Using the above expression for φ , we can write the tensor

and power spectrum as functions of φ

AG = AG(0)exp

(√
1−ns

3−ns

∆φp√
2

)
. (5.8)

Using Eq (5.5), we have the tensor-to-scalar ratio as

rpl =
AG

AS
=

√
1−ns

3−ns
, (5.9)

where the subscript ‘pl’ refers to power law solution. Putting this and the expression for AG

in Eq (4.19), we get

V = 32π
3A2

0

[
(1−ns)(4−ns)

(3−ns)2

]
exp

±

√
2(1−ns)

3−ns
∆φp

 . (5.10)

Switching back to variable A, we get

V = 16π
2A2
[
(1−ns)(4−ns)

(3−ns)2

]
exp

±

√
2(1−ns)

3−ns
∆φp

 . (5.11)

For ns = 0.96, this gives rpl = 0.14, which is clearly not consistent with observations.

However, the power-law solution for the tensor spectrum is only a specific solution of

Eq (4.14).
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5.3 General Solution

To find a general solution, we follow the approach in [Lasue 02]. We write

AG(x) = rplA0eνsxg(x) , (5.12)

where g(x) is an arbitrary function of x and rpl =
√

1−ns
3−ns

=
√

νs
1+νs

.

1
AG

dAG

dx
=

1
AG

{
rplA0νseνsxg(x)+ rplA0eνsx dg(x)

dx

}
,

= νs +
1

g(x)
dg(x)

dx
.

Putting this into Eq (4.14), we get

νs +
1

g(x)
dg(x)

dx
=

r2
plg

2(x)

1− r2
plg

2(x)
.

=⇒ dg
dx

= g(x)

[
r2

plg
2(x)

1− r2
plg

2(x)
−νs

]
=−

νsg
(
1−g2)

1− r2
plg

2 . (5.13)

We first try to find g as a function of φ . We know that

dφ

dx
=±

√
2
[

AS(x)
AG(x)

− AG(x)
AS(x)

]−1

=
±
√

2rplg(x)
1− r2

plg
2(x)

,

=⇒ dφ =±
√

2rplg(x)
1− r2

plg
2(x)

× dx
dg

·dg =±(g2 −1)
µ

dg ,

where the last equality follows from Eq (5.13) and µ is defined as µ =

√
νs(1+νs)

2 . Integrat-

ing, we get

∓µ∆φp = ln

√
g−1
g+1

∣∣∣∣∣
g

g(0)

= ln

√
1−1/g
1+1/g

∣∣∣∣∣
g

g(0)

= tanh−1(1/g)− tanh−1 (1/g0) ,

∴±µ∆φp = tanh−1

( 1
g −

1
g0

1− 1
gg0

)
=⇒ g =

g0 ± tanh(µ∆φp)

1±g0 tanh(µ∆φp)
,

where g0 = g(x = 0), ∆φp = φ −φp and φp is the value of the field at the Hubble exit of the

pivot scale. We define the ratio of the correct value of r0 to the power law solution value of

r0 (equal to rpl) as

R ≡ r0

rpl
= g0 . (5.14)

Then, we have

g(φ) =
R± tanh(µ∆φp)

1±R tanh(µ∆φp)
. (5.15)
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Next, we try to find the tensor power spectrum as a function of φ . It is not possible to

write g as a closed form function of x, but we can find the factor eνsx as a function of φ .

Decomposing the RHS of Eq (5.13) using partial fractions, we write

1
g
+

r2
pl −1

2(1+g)
+

1− r2
pl

2(1−g)
dg =−νsdx .

Integrating, we get

ln(g)+
r2

pl −1

2
ln(1−g2)

∣∣∣∣g
R
=−νsx .

We can simplify this by noting (r2
pl −1)/2 =−1/2(1+νs). Therefore,

=⇒ ln

(
g

(1−g2)
1

2(1+νs)

)
=−νsx ,

=⇒ eνsx =
g
R

(
1−g2

1−R2

) 1
2(1+νs)

. (5.16)

Using the expression for g from Eq (5.15), we write

1−g2 = 1−
[

R+ tanh(±µ∆φp)

1+R tanh(±µ∆φp)

]2

=
(1−R2)+(R2 −1) tanh2(±µ∆φp)

(1+R tanh(±µ∆φp))2

=
(1−R2)sech2(µ∆φp)

(1+R tanh(±µ∆φp))2 .

Therefore, we have
1−g2

1−R2 =
sech2(µ∆φp)

1+R tanh(±µ∆φp)2 .

Thus, we can finally write

eνsx =
R
g

[
sech(µ∆φp)

1+R tanh(±µ∆φp)

] 1
1+νs

. (5.17)

Now, we can write the tensor power spectrum as a function of φ

AG = rplA0eνsxg(x) = rplA0R
[

sech(µ∆φp)

1±R tanh(µ∆φp)

] 1
1+νs

.

Plugging this and the expression for AS into Eq (4.19) and switching back to the variables

A and r, we get

V (φ) =
Arπ2

2

[
sech(µ∆φp)

1±R tanh(µ∆φp)

] 2
1+νs

[
3− νs

1+νs

(
R± tanh(µ∆φp)

1±R tanh(µ∆φp)

)2
]
. (5.18)
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5.4 Properties of the Reconstructed Potential

Based on the functional form of the potential, a few conclusions are immediately in order:

1. The potential is proportional to Ar ∝ ∆2
G. During slow-roll inflation, most of the

energy is present in the potential energy of the scalar field. Therefore, the energy

scale of inflation is determined by the amplitude of the tensor power spectrum.

2. If we assume g << 1 in Eq (5.16), we have

eνsx =
R
g

(
1−g2

1−R2

) 1
2(1+νs)

=⇒ g ≈ Re−νsx . (5.19)

Therefore, using Eq (5.12), the tensor power spectrum can be written as

AG ≈ r0A0 =⇒ ∆
2
G = rA . (5.20)

Thus, assuming that the power in tensor modes is much smaller than the scalar modes

constrains us to an almost scale-invariant tensor spectrum as well.

We must note that the functional form of the reconstructed potential is correct only for

the range of φ , which corresponds to the Hubble exit of the CMB modes, i.e., the length

scales that correspond to the CMB observations (1 - 104Mpc), since the scalar power spec-

trum is constrained only for these length scales. The spectral index (ns) and the amplitude

of the scalar power spectrum (A0) are well constrained by CMB observations; however, the

same is not true for the tensor to scalar ratio. Hence, we focus our attention on the effect

of r. For fixed ns and A0, the range of the scalar field ∆φ and the range of values of the

potential ∆V probed by the CMB modes vary with varying r, as shown in Figure 5.1. It can

be seen that these ranges increase with increasing r. In order to study the effect of r on the

shape of the potential, we define the normalized potential (V ) and the normalized field (φ )

as

V =
V (λ )−V (λ = 1Mpc)

V (λ = 104Mpc)−V (λ = 1Mpc)
, φ =

φ(λ )−φ(λ = 1Mpc)
φ(λ = 104Mpc)−φ(λ = 1Mpc)

. (5.21)

Figure 5.2 shows the normalized potential as a function of the normalized scalar field for

various values of r. It is clear that the curvature of the potential increases with increasing

values of r, and the potential is almost flat for very small values of r. We can also look

at the effect of r on the tensor power spectrum. Figure 5.3 shows the variation of AG with

r. As r decreases, the tensor power spectrum becomes increasingly scale-invariant. This is

consistent with our result in Eq (5.20).

Now that we have explored the potential at the CMB length scales, we take the liberty

of extrapolating our results and assume that the scalar power spectrum is the same power
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Figure 5.1: Variation of ∆φ and ∆V with r for ns = 0.96 and A = 2.1× 10−9. As r increases, the CMB
modes probe a larger range of the potential and the field φ .

Figure 5.2: Normalized potential as a function of the normalized field for various values of r. The
curvature of the potential increases with increasing values of r, and the potential is almost flat for very
small values of r.

Figure 5.3: Variation of AG with r. As r decreases, the tensor power spectrum becomes more and more
scale invariant.
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law as in Eq (5.1). Such an extrapolation is tricky- at very small scales, the FLRW approx-

imation (homogeneity and isotropy of the universe) breaks down, so none of the theory

described so far holds at these scales, while at very large scales, we run the risk of dealing

with scales larger than the size of the universe. However, we keep these concerns aside for

now and proceed to look into further properties of the potential, assuming that the form in

Eq (5.18) holds for all values of φ . The following three cases arise:

5.4.1 R < 1:

This is the most relevant case since R ≥ 1 has been ruled by observations of Planck and

BICEP2/Keck Array. We rewrite the potential here as

V (x) =
Arπ2

2

[
sech(µx)

1+Rtanh(µx)

] 2
1+νs

[
3− νs

νs +1

(
R+ tanh(µx)

1+R tanh(µx)

)2
]
,

where we have replaced ∆φp by x for the sake of brevity. It is instructive to shift the origin

under the following transformation

X = x+
1
µ

tanh−1(R) . (5.22)

Then, the potential can be written as

V (X) =
Arπ2

2

[
sech(µX)√

R2 −1

] 2
1+νs
[

3− νs

νs +1
tanh2(µX)

]
. (5.23)

It is evidently clear that the potential is symmetric about X = 0. To look for the critical

points of the function, we V ′(X)

V ′(X) =−Arπ
2
(

µ tanh(µX)

1+νs

)[
sech(µX)√

R2 −1

] 2
1+νs

[
(3−νs)+

ν2
s

1+νs
tanh2(µX)

]
. (5.24)

Clearly, V ′(X) = 0 is true only when X = 0. We can also see that V (X) > 0 ∀X and

limX→±∞V (X) = 0. This implies that X = 0 is a maxima of the function. Thus, the re-

constructed potential is always positive, has a maximum at ∆φp = − 1
µ

tanh−1(R) and goes

to zero at large field values. Figure 5.4 shows a qualitative plot showing all the properties

of the potential for R < 1 we have discussed so far.

The potential has no minima at all. The presence of a minimum is instrumental in

ending inflation and reheating the universe. The standard idea is that other standard-model

fields are coupled to the inflaton field. As the inflaton rolls down the potential, it reaches a

minimum in the potential and starts oscillating. Due to the coupling with other fields, the
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V

= tanh 1 (R)

R < 1

Figure 5.4: The potential for R < 1 is symmetric with a maxima at ∆φp = − tanh−1(R)
µ

. The field can roll
down on either side of the maxima.

inflaton transfers its energy to standard-model fields, resulting in the creation of standard-

model particles. The absence of a minimum could be a hint of the invalidity of our potential

at field values that correspond to modes not lying in the CMB scales, or it could be a hint

of the presence of a different mechanism for the end of inflation.

5.4.2 R > 1:

While this case has been ruled out by observations, we present the features of the potential

for the sake of completeness. It is evident that there is a singularity in the potential at

x =− 1
µ

tanh−1 ( 1
R

)
. So, we shift the origin as

X = x+
1
µ

tanh−1
(

1
R

)
. (5.25)

The potential can now be written as

V (X) =
Arπ2

2

[
cosech(µX)√

R2 −1

] 2
1+νs
[

3− νs

νs +1
coth2(µX)

]
. (5.26)

The function is always positive for X > 0, and it can be positive or negative for X < 0

depending on the value of νs. Thus, the function can be even or odd depending on the sign

of (−1)
2

1+νs . Fractional powers of negative numbers are multi-valued; hence, we choose

the values that make more sense, i.e., the real ones. (−1)
2

1+νs is negative if νs is a rational

number of the form odd
odd , otherwise it is positive. We can also see that limX→±∞V (X) = 0.
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To look for the critical points of the function, we calculate V ′(X).

V ′(X) = Ar2
(

µ coth(µX)

1+νs

)[
cosech(µX)√

R2 −1

] 2
1+νs

[
νs(2+νs)

1+νs
coth2(µX)− (3+νs)

]
. (5.27)

In order to find the critical points, we set V ′(X) = 0, which implies

X =± 1
µ

coth−1

(√
(3+νs)(1+νs)

νs(2+νs)

)
. (5.28)

Thus, the critical points of the potential are

∆φp =± 1
µ

coth−1

(√
(3+νs)(1+νs)

νs(2+νs)

)
. (5.29)

We need to check if the critical points are maxima or minima of the function; therefore, we

calculate V ′′(X),

V ′′(X) =−Arπ2µ2

1+νs

(
cosech(µX)√

R2 −1

) 2
1+νs
[{

2coth2(µX)

1+νs
+ cosech2(µX)

}
×
(

νs cosech2(µX)+
νs coth2(µX)

1+νs
−3
)
+

2νs(2+νs)

1+νs
coth2(µX)cosech2(µX)

]
.

(5.30)

It can be shown that at the critical point, the
(

νs cosech2(µX)+ νs coth2(µX)
1+νs

−3
)

term is

zero and the second term inside the square brackets is always positive. Thus, the sign of

the second derivative depends on the sign of −(cosech(µX))
2

1+νs . Therefore, the positive

critical point is always a maximum. The negative critical point is a minimum if νs is of the

form odd
odd and a maximum if it is any other rational number. The function is ill-defined at

negative X for irrational values of νs. Figure 5.5 shows a qualitative plot showing all the

properties of the potential for R > 1 that we have discussed so far.

Although the presence of a minimum may appear to be a promising sign, one must

remember that R > 1 (corresponding to r0 > 0.14) has been ruled out by observations and,

more importantly, the potential is ill-defined at negative X for irrational values of the spectra

index. To add to this, for odd
odd values of the spectral index, the potential is negative at X < 0,

where the minimum lies. A field rolling down a negative potential is not allowed during

inflation since we require V (φ)>> φ̇ 2 > 0. Thus, the R > 1 case is not interesting to us.

5.4.3 R = 1:

Setting R = 1 gives the specific solution (exponential potential) given in Eq (5.10).
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V

= tanh 1 (1/R)

= 1coth 1 ( (3 + s)(1 + s)
s(2 + s) )

= 1coth 1 ( (3 + s)(1 + s)
s(2 + s) )

V = 0

R > 1, s = odd
odd

V

= tanh 1 (1/R)

= 1coth 1 ( (3 + s)(1 + s)
s(2 + s) )= 1coth 1 ( (3 + s)(1 + s)

s(2 + s) )

V = 0

R > 1, s
odd
odd

Figure 5.5: (Left) The potential is an odd function about a singularity at ∆φp = tanh−1(1/R)
µ

when ns

has the form odd/odd. There is a minimum to the left of the singularity; however, the potential is
negative in that region, which doesn’t allow inflation. (Right) The potential is an even function about
the singularity and has a maximum on both sides.

5.5 Inflation Under the Reconstructed Potential

Now that we have reconstructed the inflaton potential, it is important to perform a consis-

tency check to ensure that the slow roll approximation is valid for this potential and the

potential gives a power law type scalar power spectra as observed. So, we numerically

solve the equation of motion of the inflation field and the equation of evolution of the per-

turbations. In this section, we present the details of our numerical analysis.

5.5.1 Equations of Motion

We have already discussed the equations of motion in Chapter 3. However, our discus-

sion parameterized them using real or conformal time. For numerical simulations, a more

convenient parameterization for these variables is the number of e-folds of inflation.

The number of e-folds is defined as a = aieN where

N =
∫ t

ti
Hdt =⇒ dN = Hdt , (5.31)

=⇒ φ̇ = HφN , (5.32)

=⇒ φ̈ = H2
φNN +HHNφN , (5.33)

where the subscript N denotes the derivative with respect to the number of e-folds. From

Eq (3.7), we can write

H2 =
H2φ 2

N
6

+
V
3

=⇒ H2 =
V

3−φ 2
N/2

. (5.34)
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Differentiating this with respect to N, we get

2HHN =

(
3−φ 2

N/2
)

Vφ φN +V φNφNN(
3−φ 2

N/2
) , (5.35)

=⇒ HN

H
=

φN

2

[
Vφ

V
+

φNN(
3−φ 2

N/2
)] . (5.36)

Putting Eq (5.32) and Eq (5.33) in Eq (3.26) and dividing by H2, we get

φNN +
HN

H
φN +3φN +

Vφ

H2 = 0 . (5.37)

Using Eq (5.36) and Eq (5.34), we can write this as

φNN +
φ 2

N
2

[
Vφ

V
+

φNN

3−φ 2
N/2

]
+3φN +

Vφ

V

(
3−

φ 2
N
2

)
= 0 , (5.38)

=⇒ φNN =−
[(

3−
φ 2

N
2

)
φN +

Vφ

V

(
3−

φ 2
N
2

)]
. (5.39)

We also write down two slow roll parameters in terms of the derivatives with respect to

N. We will use these parameters to check for the validity of the slow roll approximation.

The first slow roll parameter is the same as the one we encountered earlier in Eq (3.27):

ε1 =
φ̇ 2

2H2 =
φ 2

N
2

. (5.40)

The second slow roll parameter is defined as:

ε2 ≡
d lnε1

dN
= 2

φNN

φN
. (5.41)

Next, we write down some useful relations that we will use later to compactify our

equations. From the definition of ε2 in Eq (5.41), we have

ε2 =
d lnε1

dN
=

1
ε1

dε1

dN
=⇒ dε1

dN
= ε1ε2 . (5.42)

Using Eq (3.8) and Eq (5.32), we can write

HN =−1
2

Hφ
2
N =−Hε1 . (5.43)

Another useful relation to know is

da
dη

= (aH)
da
dN

= a2H . (5.44)

Since we wrote the equation of perturbations using conformal time η , let’s relate con-

formal time with N

dη =
dt
a

=
dN
aH

, (5.45)
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where the last equality follows from Eq (5.31).

From Eq (5.45), we can write

h′ = (aH)hN , (5.46)

h′′ = (aH)2
[

hNN +hN

(
1+

HN

H

)]
, (5.47)

where h refers to the tensor modes. Using Eq (5.43), this can be rewritten as

h′′ = (aH)2 [hNN +hN (1− ε1)] . (5.48)

We also have

a′ = (aH)
da
dN

= (aH)a . (5.49)

Putting Eq (5.49), Eq (5.5.1) and Eq (5.48) in Eq (3.73), we obtain the equation of motion

for tensor perturbations

hNN +(3− ε1)hN +

(
k

aH

)2

h = 0 . (5.50)

In Section 3.6, we mentioned that the power of scalar perturbations is expressed in terms

of R given in Eq (3.33). We can write the equation of motion of R similarly. It is given by

RNN +(3− ε1 + ε2)RN +

(
k

aH

)2

R= 0 . (5.51)

5.5.2 Slow Roll Trajectory

A neat way to check the validity of the slow roll approximation is to look at the slow roll

trajectory of inflation. While the background part of the scalar field evolves in accordance

with Eq (3.26), the following equation (slow roll trajectory) is an attractor of its phase space

for a large class of inflationary potentials

φ̇

H
=−

Vφ

V
=⇒ φN =−

Vφ

V
. (5.52)

When the slow roll approximation is valid, i.e., the slow roll parameters are small, the

scalar field closely follows the slow roll trajectory in the φ -φN space. Figure 5.6 is the

phase-space plot for the m2φ 2 potential. The solid blue line is the solution, and the black

dashed line is the attractor trajectory. It is evident that the solution closely follows the

attractor trajectory in the beginning when the value of |φN| is small. As the inflaton rolls

down the quadratic potential, its velocity increases, and its trajectory begins to deviate from

the slow roll trajectory. The inset shows that when the slow roll approximation is valid, the

solution quickly converges to the attractor trajectory regardless of its starting point.
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Figure 5.6: Numerical solution and the attractor trajectory for a quadratic potential.

5.5.3 Initial Conditions

We know from our discussion in Section 3.8 that the initial condition for the tensor pertur-

bations is given by

hinitial =
e−ikη

a
√

2k
, (5.53)

hN,initial =
1

aH
dhinitial

dη
=−

[
1+ i

(
k

aH

)]
hinitial , (5.54)

where the first equality follows from Eq (5.45), and we have used Eq (5.44) in the second

one.

Similarly, for the curvature perturbations,

Rinitial =
e−ikη

z
√

2k
, (5.55)

where z is defined as

z =
√

2ε1a , (5.56)

dz
dη

= (aH)
dz
dN

= (aH)

[
z+

a√
2ε1

dε1

dN

]
= z(aH)

[
1+

ε2

2

]
, (5.57)

where the first equality follows from Eq (5.45), and we have used Eq (5.42) in the second

one. Using this, we can evaluate RN,initial

RN,initial =−
[

i
(

k
aH

)
+
(

1+
ε2

2

)]
Rinitial . (5.58)

The initial conditions for φ and φN are free. However, they must be chosen such that

inflation acts for at least 60 e-folds so that all modes of interest are out of the horizon. Since

Eq (5.52) is an attractor of the phase space, the initial value of φ is chosen arbitrarily, subject

to the constraint of 60 e-folds, while the initial value of φN is chosen to be −Vφ (φinitial)

V (φinitial)
.
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Figure 5.7: Dynamics of inflation under the reconstructed potential.

5.5.4 Numerical Setup

We use the DifferentialEquations package written in Julia to numerically solve the

equations given in Section 5.5.1 with the initial conditions given in Section 5.5.3 using

the RK4() method with adaptive step sizes. It is imperative that we mention the following

numerical pitfall: The time steps required to stably evolve the perturbation modes from

N = 0 are very small. Therefore, they significantly increase the computational cost and

slow the code down. To overcome this challenge, we recall that the initial condition for the

modes is chosen based on the Bunch-Davies vacuum conditions discussed in Section 3.7.

The initial conditions given in the last section are chosen when k >> aH. Although one

may be tempted to choose the initial conditions at N = 0, it is equally valid to do so at an

N such that k = 100aH (or any other reasonably large number instead of 100). Therefore,

the trick is to solve for the background first and then use the background to find the value

of N at which k = 100aH and start the evolution of the corresponding k-mode from there.

This significantly reduces the computational cost and speeds up the code. Furthermore, the

modes are not evolved for infinitely long, which would be impossible. Since we know that

the perturbation modes are frozen after Hubble exit (k << aH), we stop the evolution of

the modes at an N where k = 10−5aH. We also need the value of ai, and it is chosen so that

the pivot scale exits the Hubble radius 50 e-folds before the end of inflation.

5.5.5 Results

Now that we have explained our numerical setup, we present the results of our numeri-

cal simulations from the reconstructed potential. We choose the case of r = 0.001 as a

representative and stick to the observationally constrained values of A and ns.

Figure 5.7 shows the dynamics of inflation for the reconstructed potential. We can see

that the numerical solution closely follows the slow roll trajectory, and the slow roll approx-

imation is valid throughout the evolution of the scalar field since the slow roll parameters

are much smaller than 1 throughout the evolution.
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Figure 5.8: Mode evolution and power spectra obtained from the reconstructed potential.

Figure 5.8 shows our results from the evolution of perturbations. The left panel shows

the evolution of the pivot scale mode (kp = 0.05MPc−1). For brevity, we only show its real

part. As expected, it starts off with damping oscillations and is frozen after Hubble exit

(which takes place at 50 e-folds). The right panel shows the expected power spectra based

on Planck’s observations and the numerical power spectra obtained from our code. We can

see that they match each other and are even hard to distinguish. More specifically, the scalar

power amplitude and the tensor-to-scalar ratio match within the error of 3% and the spectral

index matches within the error of 0.04% for several values of r that we examined.

We conclude this chapter by noting that the potential obtained from our reconstruction

procedure gives the correct power spectra. Furthermore, the dynamics of inflation are as

per our expectations. In the next chapter, we will discuss some limitations of our procedure.
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Chapter 6

Limitations

In this chapter, we will discuss a limitation of the reconstruction procedure. The recon-

struction procedure we have discussed makes use of the slow-roll approximation at several

places. The slow roll approximation is valid when the potential is smooth. We will present

two cases where the scalar spectrum has features that give rise to sharp changes in the re-

constructed potential. We will demonstrate that the slow roll approximation breaks down in

these cases and also show that the reconstructed potential does not give the correct spectra

back. While we know that such features are not present in the observed scalar spectrum,

different features may be present at length scales larger than the ones observed by Planck

and others or at resolutions not probed by them. Thus, through this chapter, we examine

the suitability of the reconstruction procedure for future observations.

Figure 6.1: Reconstructed potential for a step-up spectrum.
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Figure 6.2: Slow roll parameters for the potential reconstructed from a step-up spectrum.

Figure 6.3: Phase space for the potential reconstructed from a step-up spectrum.

6.1 Step-Up Spectrum

First, we will consider a step-up feature in the scalar spectrum. Such a spectrum is designed

by the function

Pstep = A
(

k
kp

)ns−1
(1−α)+α tanh

 k
kp
− ks

kp

d · ks

 , (6.1)

where α controls the height of the step, ks controls its position and d controls its width. To

demonstrate the limitations of the reconstruction procedure, we use the following values for

the parameters: A= 2.1×10−9, ns = 0.96, r = 0.001, α = 0.4, d = 5Mpc, ks = 10−5Mpc−1,

and kp = 0.05Mpc−1.

Figure 6.1 shows the normalized potential reconstructed from the step-up spectrum.

One can see that the potential shows a flattening followed by a change of slope.

This slope change causes a breakdown of the slow roll approximation, as shown in the

right panel of Figure 6.2, where one can see a sharp dip in the slow roll parameter ε2. The

left panel of Figure 6.2 shows that the inflaton accelerates at first before undergoing a sharp
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Figure 6.4: Scalar spectrum for the potential reconstructed from a step-up spectrum.

deceleration (causing a dip in ε2) and then accelerates again. Such a scenario is known as

‘punctuated inflation’.

The phase space trajectory in Figure 6.3 shows that the trajectory does not follow the

slow roll trajectory because there is a significant deviation in the middle. In this case, if

one looks carefully at the inset, the cusp-like structure in the plot shows that the slow roll

trajectory underestimates the amount of Hubble dissipation (3Hφ̇ ) when the inflaton speeds

up after a sharp deceleration.

Finally, we compare the scalar power spectrum obtained numerically with the expected

spectrum in Figure 6.4. One can see that the reconstructed potential introduces an oscilla-

tory feature in the region of the step and does not give back the power spectrum used for

its construction. This failure of the reconstructed procedure is due to the breakdown of the

slow roll approximation, as discussed earlier.

6.2 Delta Function Like Features

Next, we consider a spectrum with a delta function like feature. Such a spectrum is designed

by the function

Pdelta = A0

(
k
kp

)ns−1

1+α exp

−

(
k
kp
− ks

kp

)2

σ · ks


 , (6.2)

where α controls the height of the delta-like feature, ks controls its position and σ controls

its width. To demonstrate the limitations of the reconstruction procedure, we use the follow-

ing values for the parameters: A= 2.1×10−9, ns = 0.96, r = 0.001, α = 0.4, σ = 0.01Mpc,

ks = 10−3Mpc−1, and kp = 0.05Mpc−1.
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Figure 6.5: Reconstructed potential for a spectrum with a delta-function like feature.

Figure 6.6: Slow roll parameters for the potential reconstructed from a spectrum with a delta-function
like feature.

Figure 6.5 shows the normalized potential reconstructed from the spectrum with a delta-

function like feature. One can see that the potential has a small bump. This causes a sudden

acceleration followed by a sudden deceleration of the inflaton as seen in Figure 6.6.

The phase-space trajectory in Figure 6.7 shows that the trajectory does not follow the

slow roll trajectory because there is a significant deviation in the middle. Like in the step-

up spectrum case discussed in the last section, we can see that the slow roll trajectory

underestimates the Hubble dissipation and allows the inflaton to accelerate more than it

should.

Lastly, we compare the scalar power spectrum obtained numerically with the expected

spectrum in Figure 6.8. One can see that the reconstructed potential introduces an oscilla-

tory feature in the region of the delta-function like feature and does not give back the power

spectrum used for its construction. This failure of the reconstructed procedure is again due

to the breakdown of the slow roll approximation, as discussed earlier.

From the two examples we have discussed so far, it is clear that the reconstruction

procedure we have been using so far is not appropriate for potentials with sharp features that
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Figure 6.7: Phase space for the potential reconstructed from a spectrum with a delta-function like
feature.

Figure 6.8: Scalar spectrum for the potential reconstructed from a spectrum with a delta-function like
feature.

cause a breakdown of the slow roll approximation. This is a limitation of the reconstruction

procedure. However, it is important to note that the scalar spectrum we have used for the

demonstration of the limitations is not observed in the CMB data. The observed scalar

spectrum is smooth and does not have sharp features. Thus, the reconstruction procedure is

suitable for the observed scalar spectrum.
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Chapter 7

Summary

In this work, we have looked at the paradigm of inflation as a possible solution to the

horizon problem. The idea of inflation is to add an epoch of accelerated expansion in the

early universe that stretches causally connected regions to larger than the Hubble radius so

that causally disconnected regions remain statistically correlated in the late universe.

Inflation is driven by a scalar field that rolls down slowly on a potential. We have

discussed a procedure for reconstructing the potential from the observables of the cos-

mic microwave background radiation and have also obtained predictions for the primordial

gravitational wave power spectrum. Lastly, we have looked at the limitations of the afore-

mentioned reconstruction procedure.

We summarize this thesis as follows:

1. Inflation is a possible solution to the horizon problem.

2. The potential of the inflaton field can be reconstructed from the observables of the

cosmic microwave background radiation. The reconstructed potential has the func-

tional form given in Eq (5.18).

3. The amplitude of the tensor power spectrum sets the energy scale of inflation.

4. Based on the current bounds on the tensor-to-scalar ratio, we predict that the yet

unobserved tensor power spectrum should also be scale-invariant.

5. The reconstruction procedure we have discussed in this work is suitable for scalar

spectra obtained from smooth potentials that satisfy the slow roll approximation,

which is valid for current observations. However, it is not suitable for spectra with

features that give rise to sharp changes in the reconstructed potential. Hence, it may

not be appropriate for future observations made at larger length scales.
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